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Abstract

We present the first non-invasive real-time silent speech system that helps patients with speech disorders to communicate in natural language voicelessly, merely by articulating words or sentences in the mouth without producing any sounds. We collected neuromuscular recordings to build a dataset of 10 trials of 15 sentences from each of 3 multiple sclerosis (MS) patients with dysphonia, spanning a range of severity and subsequently affected speech attributes. We present a pipeline wherein we carefully preprocess the data, develop a convolutional neural architecture and employ personalized machine learning. In our experiments with multiple sclerosis patients, our system achieves a mean overall test accuracy of 0.81 at a mean information transfer rate of 203.73 bits per minute averaged over all patients. Our work demonstrates the potential of a reliable and promising human-computer interface that classifies intended sentences from silent speech and hence, paves the path for future work with further speech disorders in conditions such as amyotrophic lateral sclerosis (ALS), stroke, and oral cancer, among others.

1. Introduction

Multiple sclerosis (MS) is a chronic and progressive autoimmune neurodegenerative disease characterized by lesions in the central nervous system. As the disease progresses, the condition leads to severe physical and cognitive disabilities. The patients suffer from additional impairments with accompanying limitations in activities, restrictions to their participation in life, and compromised quality of life. These impairments include speech disorders such as dysphonia and dysarthria. About 50% of MS patients experience dysphonia or dysarthria (Brown, 2000). Dysphonia refers to disordered sound production at the level of the larynx or voice box. Speech in MS patients with dysphonia ranges from mild hoarseness to barely understandable and audible (Beukelman and Garrett, 1988). For many patients, it is difficult to speak with a loud and intelligible voice. These quality-of-life issues have been studied from several perspectives. Communication is one of the most fundamental human
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faculties. Thus, voice disorders can have a drastic impact on the quality of life of patients (Leigh, 2010; Ruotsalainen et al., 2007).

With our work we attempt to take a step towards improving the life quality of MS patients diagnosed with dysphonia by providing a method for them to communicate more easily. We recorded a dataset of silent speech from 3 patients with AlterEgo, a seamless peripheral neuromuscular-computer interface to record silent speech (Kapur et al., 2018; Kapur, 2018). In the scope of this paper, silent speech refers to the act of minimally articulating words without producing sounds. Producing silent speech is less fatiguing for the patients than trying to speak out loud. The signals of interest are the neuromuscular recordings produced as a result of subtle disruptions in the electric field surrounding internal speech articulators as well as surface electromyography (sEMG) signals. These are collected non-invasively from 8 electrodes attached to the user’s face and neck regions (Section 3.1). We then preprocess the data and present a convolutional neural network (CNN) architecture to train subject-dependent models to classify the silently spoken sentences with a mean accuracy of 0.81 at a mean information transfer rate of 203.73 bits per minute averaged over all patients (Section 3 and 4). To the best of our knowledge, we are the first to present such neuromuscular recordings in a real-world clinical setting and personalized machine learning models to classify silently articulated sentences.

2. Related work

Existing silent speech interfaces (SSIs) are mostly trained and tested on audible speech (e.g. (Wand et al., 2013)). While there are some SSIs based on non-invasive technologies such as ultrasound (Tóth et al., 2018) or sensors on or around lips and tongue (Kim et al., 2017; Bedri et al.), these interfaces have been developed for healthy subjects and are either bulky or cumbersome and hence not yet practical in real-world clinical environments. Denby et al. (2010) showed the potential benefits of further developing EMG-based silent speech interfaces in terms of low cost, non-invasiveness and capability to use with speech pathologies such as laryngectomy patients, but which still required facial movements or mouthed speech.

AlterEgo specializes in recognizing voiceless silent speech with minimal movements, which makes it applicable in healthcare use cases, such as helping MS patients to communicate. Currently MS patients communicate using devices of augmentative and alternative communication, based on eye blinks or communication boards with letters or symbols, or voice amplifiers, dynamic touch screens, or head-tracking and eye-tracking technologies Cohen et al. (2009). While it has been shown that these communication methods improve the quality of life in early stages of neurodegenerative diseases Bramanti (2019), there are various drawbacks. For instance, these communication systems do not focus on transmitting full utterances in normal speaking speech, but merely slowly spoken single words or concepts, e.g. through word or picture boards Pino (2014). In contrast, AlterEgo focuses on enhancing the functionalities of the afflicted speech production system, by allowing patients to seamlessly communicate in real-time with high information transfer rate via natural language without having to learn a new communication method.

The few existing machine learning methods for recognizing speech from dysphonia or dysarthria patients focus mostly on recognizing isolated words (Asemi et al., 2019; Hawley et al., 2012). For instance, Green et al. (2003) used a Hidden Markov Model to recognize
10 individual words from 5 dysarthria speakers. However, these employ dyarthric speech recognition using voice. Due to the differences between normal and the disabled speech attributes, composing automatic speech recognition systems for the speech disabled is a challenging task (Selouani et al., 2009). In this work, we approach this challenge as a classification task of full sentences, allowing patients to communicate as fluently as possible. We develop a convolutional neural architecture for this task since it has been proven very efficient for physiological time series data. For instance, Yang et al. (2015) and Martinez et al. (2013) both successfully implemented deep convolutional neural networks for multi-channel human data. To the best of our knowledge, AlterEgo is the first silent speech interface to be trained and tested on voiceless speech from MS patients with dysphonia.

3. Methods and materials

3.1. Data collection and preprocessing

**Data collection** Our signals of interest are the neurological activations of internal speech articulators during voiceless and internal articulation of words and sentences. We allowed minimal movements during articulation as per the comfort of patients. This produces neuromuscular signals as a result of subtle disruptions in the electric field surrounding speech articulators and sEMG. We non-invasively collected such recordings from 3 Multiple Sclerosis (MS) patients with dysphonia using pre-gelled Ag/AgCl surface electrodes while they voicelessly and minimally articulated 15 different sentences 10 times each. The sentences were chosen after surveying the needs of the patients and are summarized in Table 1. This study was conducted with informed consent at The Boston Home under the approval of the Committee on the Use of Humans as Experimental Subjects at Massachusetts Institute of Technology (MIT). We worked with MS patients with dysphonia spanning a range of severity and subsequently affected speech attributes. An anonymized list of the same obtained from the nursing home is shared in Table 2. The table also shares the Kurtzke Expanded Disability Status Scale (EDSS) score of the patients which is a method of quantifying disability in multiple sclerosis. As shown in Figure 1(a), the device uses 8 signal electrodes - 4 on the face and 4 on the neck - and a reference and bias electrodes on each earlobe, measuring the potential difference between each signal electrode and the reference electrode. Figure 1(b) shows a photo of one of the patients during the recordings. The electrode positions were initially chosen from Kapur et al. (2018), and further empirically tweaked after repeated testing for feature-dense signals. The data was digitized using 24-bit Analog-to-Digital converter and sampled at 250 Hz. We used a graphical user interface (GUI) to provide real-time visual feedback of the preprocessed data stream (see below) and annotated the desired data using a push-button. A recorded sentence, segmented between vertical dashed lines on the GUI, can be seen in Figure 1(c).

**Correcting for DC offset, baseline drift and power line noise** Each data channel encounters an arbitrary DC offset due to the variation in electrode placement relative to the reference electrode. Additionally, the data channels face a baseline drift caused by a very low frequency source of noise which is introduced by the device used to record.

Table 1: Sentences recorded with the MS patients.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word 1</th>
<th>Word 2</th>
<th>Word 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hello there good morning</td>
<td>Can you please help me</td>
<td>I have been doing good</td>
<td></td>
</tr>
<tr>
<td>How are you doing today</td>
<td>Going to the bathroom</td>
<td>Thank you I appreciate it</td>
<td></td>
</tr>
<tr>
<td>What is your name</td>
<td>I am very hungry</td>
<td>You are welcome</td>
<td></td>
</tr>
<tr>
<td>It was nice meeting you</td>
<td>Super tired already</td>
<td>I have been doing good</td>
<td></td>
</tr>
<tr>
<td>Goodbye see you later</td>
<td>I want to sleep now</td>
<td>I feel sorry for that</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: MS and dysphonia severity and subsequent attributes of patients we worked with.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Dysphonia severity</th>
<th>Some qualities contributing to dysphonia severity</th>
<th>EDSS score</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Moderate</td>
<td>Raspy, hoarse, reduced loudness</td>
<td>8.0</td>
</tr>
<tr>
<td>P2</td>
<td>Mild</td>
<td>Mildly strained, hoarse, drops at the end of phrases</td>
<td>8.0</td>
</tr>
<tr>
<td>P3</td>
<td>Mild</td>
<td>Reduced pitch control, elongated syllables</td>
<td>8.0</td>
</tr>
</tbody>
</table>

potential differences between signal and reference electrodes. The baseline of each channel changes independently of the others and the direction and rate of drift is unpredictable. To remove these artifacts, the signals were normalized by their initial values and a 1st-order Butterworth high-pass filter was used to remove frequencies lower than 0.5 Hz. The resultant signals were centered by normalizing them to a mean amplitude of zero. 3rd-order Butterworth notch (band-stop) filters were applied at 60 Hz and its harmonics below the sampling rate to remove the power line noise. This technique is one of the many effective approaches documented by Mewett et al. (2001) for removing the power line noise.

Removing heartbeat artifacts Heartbeat artifacts manifest distinctly in the data regardless of electrode placement. A Ricker wavelet (also referred to as Mexican hat wavelet) convolution was applied to select heartbeat artifacts while preserving narrow features of interest. The convolution was then subtracted from the original (corrected for DC offset, baseline drift and power line noise) signal to remove the heartbeat artifacts without significantly distorting the original signal.

Removing high frequency noise The body introduces high frequency noise that lies beyond the frequency range of features of our interest. A 1st-order Butterworth band-pass filter was applied to allow for frequencies from 0.5 to 8 Hz, determined through analysis of the frequency domain.

Figure 2 (continued on the next page) illustrates all the preprocessing for a data segment of \( \approx 3.5 \) seconds sampled at 1 kHz (\( \approx 3500 \) samples). The range of resultant signal values is under 100 microvolts.
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(a) Placement of surface electrodes. (b) A patient recording data. (c) Snapshot of the real-time GUI while recording data.

Figure 1: An instance of data collection.

(a) DC offset and baseline drift were corrected using normalization and Butterworth high-pass (≥ 0.5 Hz) filter.

(b) Power line noise was removed using Butterworth notch filters at 60 Hz and its harmonics - time-domain analysis (left) and frequency-domain analysis (right). FFT abbreviates for fast fourier transform.

Figure 2: Preprocessing for a data segment of ≈3.5 seconds sampled at 1 kHz.

3.2. Dataset preparation

The desired data sequences annotated with their corresponding labels (sentences) were padded with respective surrounding values of preprocessed data stream. The padded se-
(a) A Ricker wavelet (left) was convolved with the signal (top). The convolution (middle) was subtracted from the signal to remove heartbeat artifacts - resultant signal (bottom).

(b) High frequency noise was removed using Butterworth band-pass filter to allow from 0.5 to 8 Hz - time-domain analysis (left) and frequency-domain analysis (right). FFT abbreviates for fast fourier transform.

Figure 2: Preprocessing for a data segment of ≈3.5 seconds sampled at 1 kHz. (continued)

quences were then truncated to a fixed length of 900 samples, accepted by our CNN architecture as input (Section 3.3). This fixed length was empirically chosen based on the lengths of all annotated sequences. The complete dataset of each patient consists of 10 data points (i.e. sentences) of 15 classes each. All models were trained, validated and tested 5 times each with stratified 5-fold cross-validation (CV) with a 60-20-20 train-validation-test split, ensuring class balance in each split.

3.3. Model architecture and training

Figure 3 describes our convolutional neural architecture. It was trained end-to-end with data sequences (each data sequence being 900 x 8, for 8 channel data) and their corresponding
labels (15 classes). The training used an Adam optimizer with a learning rate of $e^{-4}$ to minimize cross-entropy loss. A batch size of 50 data points was used. The best model was saved according to validation accuracy and evaluated for test accuracy in each fold during the 5-fold repeated stratified cross-validation. Using an NVIDIA TITAN Xp, the CNN trained and validated each fold in $\approx 55$ seconds, and evaluated each data instance in $\approx 2.3$ milliseconds.

We employed personalized machine learning for the patients, i.e. the data of each patient was kept separate and not mixed with others. Hence, the architecture was trained with personal data to generate separate models for each of the 3 patients. The primary reasons are the attributes and features present in the data, which are unique to each patient due to their personal characteristics and stage of the disease and subsequent speech pathology, and the variance in the electrode positions.

**Architecture design and tuning** The model architecture was designed and tuned with data of patient P2 (chosen at random) divided into 80-20 train-validation split. All reported accuracy numbers in architecture design and tuning correspond to stratified 5-fold cross-validation results. Table 3 summarizes our progressive neural architecture design and corresponding CV accuracy while adding and removing layers. We then further tuned hyperparameters such as batch size, learning rate, rates of both dropout layers and number of units in fully connected layer among others.
Table 3: Progressive neural architecture design using data of patient P2. Layer names are referenced with the architecture in figure 3. Layers ‘input - conv1 - pool1 - conv2 - pool2 - conv3 - pool3’ have been referred to as ‘start1’ together. Layers ‘start1 - conv4 - pool4 - conv5 - pool5’ have been referred to as ‘start2’ together. Layer fc1 consists of 250 units, and layers drop1 and drop2 use a dropout rate of 0.5 in each instance. Accuracy numbers correspond to stratified 5-fold CV results.

<table>
<thead>
<tr>
<th>Layers</th>
<th>CV accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>start1 - flatten - fc1 - logits</td>
<td>0.21</td>
</tr>
<tr>
<td>start1 - conv4 - pool4 - flatten - fc1 - logits</td>
<td>0.37</td>
</tr>
<tr>
<td>start1 - conv4 - pool5 - conv5 - pool5 - flatten - fc1 - logits</td>
<td>0.87</td>
</tr>
<tr>
<td>start2 - conv6 - pool6 - flatten - fc1 - logits</td>
<td>0.85</td>
</tr>
<tr>
<td>start2 - conv6 - pool6 - conv7 - pool7 - flatten - fc1 - logits</td>
<td>0.83</td>
</tr>
<tr>
<td>start2 - drop1 - flatten - fc1 - logits</td>
<td>0.88</td>
</tr>
<tr>
<td>start2 - drop1 - flatten - fc1 - drop2 - logits</td>
<td>0.94</td>
</tr>
</tbody>
</table>

4. Results

We used repeated (5 times) stratified 5-fold cross-validation to evaluate our model on the 15 class classification task. The models achieved overall test accuracy of 0.79 (±0.01), 0.87 (±0.01) and 0.77 (±0.02) for the three MS patients P1, P2 and P3 respectively. We calculated the Cohen’s kappa coefficient $\kappa$ to model the comparison between observed and chance agreement for each patient (Table 4). Table 5 shows the micro and macro average of precision, recall and F1-score for each patient. We calculated these by averaging the respective metrics over 5 runs of 5 folds each to account for little randomness in the model. Figure 4 shows the confusion matrices corresponding to the best and the worst of the 5 runs (according to their overall accuracy scores) for patient P2 (chosen at random). The same for other patients are shared in Appendix A.

Table 4: Observed and chance agreement, and $\kappa$ value for each patient.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Observed agreement</th>
<th>Chance agreement</th>
<th>$\kappa$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.79 (±0.01)</td>
<td>0.07</td>
<td>0.78</td>
</tr>
<tr>
<td>P2</td>
<td>0.87 (±0.01)</td>
<td>0.07</td>
<td>0.86</td>
</tr>
<tr>
<td>P3</td>
<td>0.77 (±0.02)</td>
<td>0.07</td>
<td>0.75</td>
</tr>
</tbody>
</table>

While we evaluate the accuracy of our model, it is also important to evaluate the rate of speech (words per minute) and information transfer rate (Table 6). We calculated the rate of speech for each patient by averaging the number of words per minute of the sentences. We also measured the information transfer rate (also referred to as bit-rate), as originally proposed by Wolpaw et al. (1998), to evaluate the performance of our human-computer system.
Table 5: 15-class classification report for each patient - micro and macro average of precision, recall and F1-score.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Average</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Micro</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Macro</td>
<td>0.79</td>
<td>0.79</td>
<td>0.77</td>
</tr>
<tr>
<td>P2</td>
<td>Micro</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Macro</td>
<td>0.90</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>P3</td>
<td>Micro</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Macro</td>
<td>0.79</td>
<td>0.77</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Figure 4: Confusion matrices for patient P2 for the best (left) and the worst (right) of 5 runs.

interface. This metric accounts for the accuracy and size of the vocabulary in addition to the rate of speech. A less accurate system is less capable of transferring correct information due to errors. Larger vocabularies allow for the transfer of more varied information with a single symbol. And higher rates of speech allow faster transfer. The bit-rate of a system is calculated as shown in Equation 1 below, where $B$ is the bit-rate corresponding to the amount of information reliably transferred over the system in bits per minute, $V$ is the application speed (average words per minute in our case), $P$ is the classification accuracy (overall test accuracy in our case) and $N$ is the vocabulary size (15 in our case):
\[ B = V \left[ \log_2 N + P \log_2 P + (1 - P) \log_2 \left( \frac{1 - P}{N - 1} \right) \right] \] (1)

Table 6: Performance report of the human-computer interface for each patient - classification accuracy, application speed and information transfer rate (bit-rate).

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Classification accuracy</th>
<th>Application speed (per minute)</th>
<th>Bit-rate (bits per minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.79</td>
<td>94.32</td>
<td>223.15</td>
</tr>
<tr>
<td>P2</td>
<td>0.87</td>
<td>79.66</td>
<td>227.39</td>
</tr>
<tr>
<td>P3</td>
<td>0.77</td>
<td>71.30</td>
<td>160.66</td>
</tr>
</tbody>
</table>

5. Discussion and future work

To the best of our knowledge, our work is the first that presents a non-invasive wearable silent speech device to facilitate real-time natural communication using minimal speech engagement, and evaluates it with real-world clinical data. This allows the patients to communicate in natural language even with no voice at all. For instance, Patient P1 self-reported that he/she usually has to force his/her diaphragm in order to produce sounds, and looses his/her voice completely at times. Our device is able to decode his/her minimally articulated sentences with overall test accuracy of 0.79 at 223.25 bits per minute without any voice. We worked with MS patients with dysphonia spanning a range of severity and subsequently affected speech attributes (Table 2). We also collected patients’ responses such as comfort, adaptability and usability of our technology to get a better perspective from people we are developing the technology for. The performance results of AlterEgo and responses of patients look promising to help improve the quality of life of such people.

The recorded silent speech data does contain unavoidable artifacts of irregular head, eye and eyebrow movements which are unpreventable due to their MS condition. However, even with the current levels of noise, our model seems robust enough to extract the desired features in a real-world setting as evidenced by the results. We do observe a slight decrease in accuracy with significant increase in dysphonia and MS severity. Patient P2, for example, has the mildest dysphonia and MS, and achieves the best overall results among the 3 patients.

Our next steps include deploying a trained model for extensive real-time evaluation to decode the sentences from silent speech and facilitate seamless conversation. We have tried the same with a patient using text-to-speech on the decoded sentences. This also provides an auditory feedback to the patient about the decoded text in real time.

Due to the condition of the patients, it was only possible to record a small dataset for each patient. The recordings lasted 30 to 40 minutes on average with each patient. Future work includes improving user experience and design, gathering and evaluating on more data points per sentence and extending to other various sentences. This includes collecting
training data over many sessions. We also aim to test the system rigorously over long-term and analyze how the progression of the MS condition and the subsequent speech problems affect the results. While we have currently worked with MS patients with dysphonia, we also plan to test our system with ones with dysarthria and other speech disorders in conditions like ALS, stroke, and oral cancer, among others.

6. Conclusion

We present the first non-invasive and wearable silent speech interface that is evaluated on MS patients with dysphonia. Our system achieves a mean overall accuracy of 0.81 at a mean information transfer rate of 203.73 bits per minute averaged over 3 patients. This work demonstrates promising results and a novel step towards assisting people with speech disorders to communicate in natural language without having to produce or strain their voice. We aim to extend our work to people with other speech and voice disorders in conditions like amyotrophic lateral sclerosis (ALS), stroke, and oral cancer among others, and conduct longitudinal user studies going ahead.
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Appendix A.

(a) Confusion matrices for patient P1 for the best (left) and the worst (right) of 5 runs.

(b) Confusion matrices for patient P3 for the best (left) and the worst (right) of 5 runs.

Figure 5: Confusion matrices for patients P1 and P3.